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The invention provides a method and apparatus for enhancing apparent image resolution by way of multi-line interpola-
tion. A method for enhancing the resolution of low-resolution image-data includes the steps of: providing a memory (420) having
independently addressable storage banks (420L, 420R); storing the low-resolution image-data (125) in the memory (420) such
that low-resolution image-data defining a first low-resolution row (LRg) resides in a first of said storage banks (420R) and such
that low-resolution image-data defining a second low-resolution row (LR;), adjacent to the first low-resolution row (LR),
resides in a second of said storage banks (420L); extracting first through Nth low-resolution pixel signals (S;-S3) from the
memory (420), said signals representing values of low-resolution pixels-in the adjacent first and second low-resolution rows
(LRg, LR;) of the low-resolution image-data (125); and producing a high-resolution pixel signal (Hpx) from said first
through Nth low-resolution pixel signals (S-S3) in accordance with a distance-weighted algorithm.
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RESOLUTION ENHANCEMENT FOR VIDEO DISPLAY
USING MULTI-LINE INTERPOLATION

BACKGROUND
1. Field of the Invention
The invention relates generally to digital image
processing and the display of digitally generated images.
The invention relates more specifically to the problem of

creating high-resolution animated images in real time.

2a. Copyright claims to disclosed Code-conversion
Tables

A portion of the disclosure of this patent document

contains material which is subject to copyright
protection. The copyright owner has no objection to the
facsimile reproduction by anyone of the patent document
or the patent disclosure as it appears in the U.S. Patent
and Trademark Office patent file or records, but
otherwise reserves all copyright rights whatsoever.

In particular, this application includes listings of
code conversion tables named: ITPCON, HVON, HVOON,
HV1ON, HV20ON, HV3ON. These code-conversion tables can
be implemented by way of a computer program, microcode,
in a ROM, and so forth. These code-conversion tables can
also be implemented by way of combinatorial logic. Since
implementations of the tables which are deemed to be
"computer programs" are protectable under copyright law,
copyrights not otherwise waived above in said code-
conversion 1listings are reserved. This reservation
includes the right to reproduce the code-conversion
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tables in the form of machine-executable computer
programs.
2b. Cross Reference to Related Applications

This application is related to:

PCT Patent Application Serial No. '
entitled AUDIO/VIDEO COMPUTER ARCHITECTURE, by inventors
Mical et al., filed concurrently herewith, Attorney
Docket No. MDIO4222, and also to U.S. Patent Application
Serial No. , bearing the same title, same

inventors and also filed concurrently herewith;

PCT Patent Application Serial No. '
entitled METHOD FOR GENERATING THREE DIMENSIONAL SdUND,
by inventor David C. Platt, filed concurrently herewith,
Attorney Docket No. MDIO4220, and also to U.S. Patent
Application Serial No. I , bearing the same

title, same inventor and also filed concurrently
herewith;

PCT Patent Application Serial No. '
entitled METHOD FOR CONTROLLING A SPRYTE RENDERING
PROCESSOR, by inventors Mical et al., filed concurrently
herewith, Attorney Docket No. MDI0O3040, and also to U.S.
Patent Application Serial No. , bearing the same

title, same inventors and also filed concurrently
herewith;

PCT Patent Application Serial No. '
entitled SPRYTE RENDERING SYSTEM WITH IMPROVED CORNER
CALCULATING ENGINE AND IMPROVED POLYGON-PAINT ENGINE, by

inventors Needle et al., filed concurrently herewith,
Attorney Docket No. MDIO4232, and also to U.S. Patent
Application Serial No. , bearing the same

title, same inventors and also filed concurrently
herewith; ,

PCT Patent Application Serial No. '
entitled METHOD AND APPARATUS FOR UPDATING A CLUT DURING
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HORIZONTAL BLANKING, by inventors Mical et al., filed
concurrently herewith, Attorney Docket No. MDIO4250, and
also to U.S. Patent Application Serial No. ’
bearing the same title, same inventors and also filed
concurrently herewith;

PCT Patent Application Serial No. ’
entitled IMPROVED METHOD AND APPARATUS FOR PROCESSING
IMAGE DATA, by inventors Mical et al., filed concurrently
herewith, Attorney Docket No. MDIO4230, and also to U.S.
Patent Application Serial No. , bearing the same

title, same inventors and also filed concurrently
herewith; and

PCT Patent Application Serial No. '
entitled PLAYER BUS APPARATUS AND METHOD, by inventors
Needle et al., filed coﬁcurrently herewith, Attorney
Docket No. MDIO4270, and also to U.S. Patent Application
Serial No.  bearing the same title, same

inventors and also filed concurrently herewith.

The related patent applications are all commonly
assigned with the present application and are all.
incorporated herein by reference in their entirety.

3. Description of the Related Art
In recent \vyears, the presentation and pre-

pPresentation processing of visual imagery has shifted
from what was primarily an analog electronic format to
an essentially digital format.

Unique problems come to play in the digital
processing of image data and the display of such image
data. The more prominent problems include providing
adequate storage capacity for digital image data and
maintaining acceptable data throughput rates while using
hardware of relatively low cost. 1In addition, there is
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the problem of creating a sense of realism in digitally
generated imagery, particularly in animated imagery.

The visual realism of imagery generated by digital
video gaﬁe systems, simulators and the 1like can be
enhanced by providing special effects such as moving
sprites, real-time changes in shadowing and/or
highlighting, smoothing of contours and so forth.

Visual realism is further enhanced by increasing the
apparent resolution of a displayed image so that it has
a smooth photography-like quality rather than a grainy
disjoined-blocks appearance of the type found in low-
resolution computer-produced graphics of earlier years.

Although bit-mapped computer images originate as a
matrix of discrete lit or unlit pixels, the human eye can
be fooled into perceiviné an image having the desired
photography-like continuity if a matrix format comprised
of independently-shaded (and/or independently colored)
pixels is provided having dimensions of approximately
500-by-500 pixels or better at the point of display.

The VGA graphics standard, which is used in many
present-day low-lost computer systems, approximates this
effect with a display matrix having dimensions of 640-
by-480 pixels. Standard-definition NTSC broadcast
television also approximates this effect with a display
technology that relies on interlaced fields with 525
lines per pair of fields and a horizontal scan bandwidth
(analog) that is equivalent to approximately 500 RGB
colored dots per line.

More advanced graphic display standards such as
Super-VGA and High Definition Television (HDTV) rely on
much higher resolutions, 1024-by-786 pixels for example.
It is expected that display standards with even higher
resolution numbers (e.g., 2048-by-2048) will emerge in
the future.
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As resolutions increase, the problem of providing
adequate storage capacity for the corresponding digital
image data becomes more acute. The problem of providing
sufficient data processing throughput rates also becomes
more acute. This is particularly so if the additional
constraint of Kkeeping hardware costs within acceptable
price versus performance ranges comes in to play.

A display with 640-by-480 independent pixels
(307,200 pixels total) calls for a video-speed memory
unit (frame buffer) having at least 19 address bits or a
corresponding 219 independently-addressable data words
( = 512K words), where each data word stores a binary
code representing the shading and/or color of an
individual pixel. Each doubling of display resolution,
say from 640-by-480 pixels to 1280-by-960 pixels, calls
for a four-fold increase in storage capacity. This means
an increase from 512K words to 2M words (two Megawords)
in the given example. And in cases where parts or all of
the 1280-by-960 display field have to be modified in
real-time (to create a sense of animation), the four-
fold increase of storage capacity «calls for a
corresponding four-fold increase in data processing
bandwidth (image bits processed per second) as compared
to what was needed for processing the 640-by-480 field.

The benefit versus cost ratio incurred by demands
for more storage capacity and faster processing speed has
to be questioned at some point. Perhaps the increase in
performance is not worth the increase in system cost. O©On
the other hand, it might be possible to create a
perception of improved performance without the burden of
increased cost.
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SUMMARY OF THE INVENTION

The invention overcomes the above-mentioned problems
by using a low-resolution image representation within an
image data processing unit and by enhancing apparent
image resolution through the use of interpolation prior
to production of a displayable version of the image.

Instead of providing independent shading and/or
coloring and/or illumination control for each pixel of a
high resolution display, the invention provides an
interpolation mechanism in which a first number, N, of
low-resolution pixels determine the shading/coloring of
a second larger number, M > N, of high-resolution pixels.

In one particular embodiment, a flying window
overlaps a small number (N=4) of low-resolution pixels
(interpolation group) belénging to adjacent rows. The
contents of the flying window are interpolated in real
time to produce a larger number (M=16) of high resolution
pixels in alternate odd/even line passes. A 320-by-240
matrix of low-resolution stored pixels is interpolated in
real time to produce a non-stored, dual-field, frame of
display data with an apparent higher-resolution of 640-
by-480 pixels.

The produced higher-resolution frame data is either
immediately used or ultimately used to generate a light
image that is intended to be transmitted to the eyes of
a human being and appreciated by that human being for its
opto-physiological and/or psycho-visual, graphic content.
As such, high-resolution data signals that are produced
in accordance with the invention ultimately manifest
themselves as significant parts of a physically real
entity; the displayed image.

One embodiment of the invention avoids the need of
a row buffer for separately storing the image data of one

or more rows during multi-row interpolation. Source
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image data is placed within independently addressable,
parallel banks of a multi-bank video random access memory
unit (VRAM). The image data is arranged such that pixels
of adjacent rows but a same column will be fetched in
parallel when same address signals are applied to each of
the independently addressable banks of the multi-bank
VRAM.

The advantages of such an arrangement include
reduced demand for 1large-capacity video-speed memory,

reduced demand for high-bandwidth image processing

hardware, a consequential decrease in system cost, and
automatic smoothing in the displayed image of pixel-to-
adjacentjpixel discontinuities.

A structure in accordance with the invention
comprises: (a) a memory unit for storing low-resolution
pixel data of adjacent, low-resolution scan lines in
adjacently addressable memory locations; (b) means for
extracting from the memory unit, an interpolation group
consisting of N low-resolution pixel words, where N is
an integer substantially less than the number of pixels
in a low-resolution line: (c) interpolating means for
interpolating the N low-resolution pixel words of the
interpolation group and producing therefrom one or more
high-resolution pixel words; and (d) high-resolution
display means for displaying a light image having pixels
corresponding to each high-resolution pixel word produced
by the interpolating means.

A method in accordance with the invention comprises
the steps of: (a) storing low-resolution image~data in
a memory having independently addressable storage banks
such that low-resolution image-data defining a first low-
resolution row resides in a first of said storage banks
and such that low-resolution image-data defining a second
low-resolution row, adjacent to the first low-resolution
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row, resides in a second of said storage banks; (b)
extracting first through Nth low-resolution pixel signals
[S,-5;] from the memory, said signals representing values
of low-resolution pixels in the adjacent first and second
low-resolution rows [LRy,LR,] of the low-resolution
image-data and producing a high-resolution pixel signal
[Hpx] from said first through Nth low-resolution pixel
signals [S;-S3] in accordance with a distance-weighted
algorithm.

BRIEF DESCRIPTION OF THE DRAWINGS
The below detailed description makes reference to

the accompanying drawings, in which:

FIGURE 1 is a block diagram of a first resolution
enhancing system in accordance with the invention.

FIGURE 2 is a schematic diagram illustrating how a
group of low-resolution pixel datawords is interpolated
to generate high-resolution pixel data in accordance with
the invention. ‘

Figures 3A through 3E are transform diagrams showing
one possible set of contribution weightings which can be
used within a resolution enhancing system in accordance
with the invention.

Figdre 3F shows a choice making system in which a
subposition coordinates used in any of Fig.s 3B-3E are
converted to wuniversal (UV) table identifiers of a
commonly shared choice-making table and the choices of
the choice-making table are converted back to choice
identifiers for corresponding condition of each of Fig.s
3B-3E.

FIGURES 4A-4B combine as indicated by the key in
Fig. 4A to form a block diagram of a second resolution
enhancing system in accordance with the invention.
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FIGURE 4C is a timing diagram showing the timing of
various signals developed in the embodiment of Fig. 4A.

FIGURE 4D is a schematic diagram of a CAPCLKEN
generating circuit, a slip-stream capture circuit and a
VRAM data capture circuit in accordance with the
invention.

FIGURE 4E is a conceptual diagram showing data
interleaving in the pipelined structure of Fig.s 4A-B,
showing the destacking of interleaved data and showing a
CLUT-delay matching function performed within an SP
carrying pipe of the system.

FIGURE 5 is a schematic diagram illustrating details
of a 24-bit destacker unit and its operation.

FIGURE 6A 1is a schematic diagram illustrating
details of a first addends-choosing unit which may be
coupled to the MUXCAP unit of below-described Fig. 7,
wherein the addends-choosing unit includes a post-choice
horizontal and/or vertical interpolation enabling means
which creates an appearance that one or both of
horizontal and vertical interpolation functions has been:
selectively enabled or disabled.

FIGURES 6B.1 and 6B.2 are diagrams explaining the
functions of post-choice modifying units 640-643 of
Fig. 6A.

FIGURE 6C 1is a schematic diagram illustrating
details of a second addends-choosing unit which may be
coupled to the MUXCAP unit of below-described Fig. 7,
wherein the addends-choosing unit includes a pre-choice
a horizontal and/or vertical interpolation enabling means
which creates an appearance that one or both of
horizontal and vertical intefpolation functions has been
selectively enabled or disabled.
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FIGURES 6D.1 and 6D.2 are diagrams explaining the
functions of subposition modifying units 1640-1643 of
Fig. 6C.

FIGURE 7 is a schematic diagram of a MUXCAP unit of
the invention.

FIGURE 8 is a schematic diagram illustrating details
of a pipelined average-calculating mechanism in
accordance with the invention.

DETATILED DESCRIPTION

Referring to Figure 1, a block diagram of an image
processing and display system 100 in accordance with the
invention is shown.

A Key feature of system 100 is that it is relatively
low in cost and yet it prévides mechanisms for handling
complex image scenes in real time and displaying them
such that they appear to have relatively high resolution.

This feature is made possible by including a
resolution-enhancing subsystem 150 on one or a few
integrated circuit (IC) chips within the system 100. The
operations of subsystem 150 are best understood by first
considering the video processing operations of system 100
in an overview sense.

Figure 1 provides an overview of the system 100.
Except where otherwise stated, all or most parts of
system 100 are implemented on a single printed circuit
board 99 and the circuit components are defined within
one or a plurality of integrated circuit (IC) chips
mounted to the board 99. Except where otherwise stated,
all or most of the circuitry is implemented in CMOS
(complementary metal-oxide-semiconductor) technology
using 0.9 micron line widths. An off-board power supply
(not shown) delivers electrical power to the board 99.
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System 100 includes a video display driver 105a-
105B, a real-time image-data processing unit (IPU) 110,
a video random-access memory unit (VRAM) 120 having
multiple independently-addressable storage banks, the
aforementioned resolution-enhancing subsystem 150 and a
high-resolution video display unit 160.

In the illustrated embodiment, VRAM 120 has two
independently-addressable storage banks. A front-end
portion 105A of the video display driver incorporates a
low-resolution video pixel (LPx) clock generator 108
supplying periodic clock pulses to a dual-output video-
address generator (VAG) 115. The VAG 115 outputs two
bank-address signals, AB; and AB,, to the multi-bank VRAM
120 in response to a pul§e received from the LPx clock
generator 108.

VRAM 120 outputs two pixel-defining "halfword"
signals, Px(LRO) and Px(LR,), on respective VRAM output
buses 122 and 121 to the resolution-enhancing subsystem
150 in response to respective ones of the bank-address
signals, AB, and AB,.

The resolution-enhancing subsystem 150 includes a
cross-over unit 151 for selectively transposing the
Px(LR,;) and Px(LR,) signals; first and second delay
registers, 156 and 155 (A and B), coupled to the cross-
over unit 151 for generating previous-column signals,
Px (LR, LC_;) and Px(LR;, LC_,)/ and an interpolator 159
for generating high-resolution pixel signals, HPx(HR.,
HCy ), in response to the previous-column signals, Px (LR,
LC_l) and Px(LRl, Lc-l) and in response to current-
column signals, Px(LR,, LC_,) and Px(IR,, LC_;), supplied
from the cross-over unit 151. The bus which connects the
output of cross-over unit 151 to the input of A-register
156 is referred to as the A-side bus 154. The bus which
connects the opposed output of cross-over unit 151 to the
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input of B-register 155 is referred to as the B-side bus
153.

The high-resolution pixel signals, HPx(HRj, HCy),
produced by interpolator 159 appear on output bus 1590
and then pass by way of display-driver portion 105B to
the video display unit 160. A high-resolution pixel
clock generator (HPx CLK) 158, operating at twice the
frequency of the LPx clock generator 108, drives the
resolution-enhancing subsystem 150 such that high-
resolution pixel signals HPx(HR., HC,) appear on output
bus 1590 at twice the rate that low-resolution pixels
Px(LRO) and Px(LRl) appear on VRAM output buses 122 and
121. (Incidentally, the video display unit 160 is
located off board 99 and its circuitry can be implemented
in technologies other than'CMOS.)

The abbreviation "LR" is used in the above
paragraphs and throughout the remainder of this
disclosure to represent "Low-resolution Row". The
abbreviation "LC" is used throughout this disclosure to
represent '"Low-resolution Column". Similarly the
abbreviations "HR" and "HC" are used throughout to
respectively represent High-resolution Row and High-
resolution Column. Fig. 2 shows the relation between
low-resolution and high-resolution rows and columns.

The subscript "O0" is often times (but not always)
used in this disclosure to indicate an even-numbered row.
The subscript "1" is often times (but not always) used to
indicate an odd-numbered row. The abbreviation "HPx" is
used to represent High-resolution Pixel.

The simple abbreviation "Px" is used to represent a
low-resolution pixel. A reference such as Px(LR,, LCy)
therefore indicates a low-resolution pixel associated
with an even-numbered low—resoiution row, LR, and low-

resolution column numbered as, LCy . The abbreviation
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"LPx" is also used occasionally to represent a low-
resolution pixel.

A reference such as HPx(HR., HCy) indicates a high-
resolution pixel associated with a high-resolution row
numbered as HRj, and a high-resolution column numbered
as LC,, where j and k refer to either odd or even
integers.

In the illustrated embodiment of Fig. 1, a human

 Observer 170 is shown viewing a high-resolution image 165

projected from (or onto) video display unit 160. The
perceived performance and image resolution is referenced
as 172.

Display unit 160 is a VGA color monitor or an NTSC-
compatible color television set, or a like display means
(e.g., a liquid crystal diéplay panel) or a display means
of better resolution which has the capacity to display a
pixel matrix of at least, approximately 640-by-480 pixels
resolution. The link 169 between board 99 and display
unit 160 can be provided through a baseband connection or
by way of an RF modulator/demodulator pair.

The image data processing unit (IPU) 110 is driven
by a processor clock generator 102 (50.097896 MHz divided
by one or two) operating>in synchronism with, but at a
higher frequency than the LPx clock generator 108
(12.2727 MHz). IPU 110 includes a RISC type 25MHz or
50MHz ARM610 microprocessor (not shown) available from
Advanced RISC Machines Limited of Cambridge, U.K. A
plurality of sprite-rendering engines (not shown) and
direct memory access (DMA) hardware (not shown) are also
provided within the IPU 110.

The IPU 110 accesses binary-coded data (e.g., 125)
stored within the VRAM 120 and modifies the stored data
at a sufficiently high-rate of speed to create the
illusion for observer 170 that real-time animation is
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occurring in the high-resolution image 165 displayed on
video display unit 160. In many instances, observer 170
will be interactively affecting the animated image 165
by operating buttons or a joystick or other input means
on a control panel 175 that feeds back signals 178
representing the observer’s real-time responses to the

image data processing unit (IPU) 110.

IPU 110 is operatively coupled to the video random-
access memory (VRAM) 120 such that the IPU 110 has

‘read/write access to various control and image data

structures stored within VRAM 120 either on a cycle-
steal basis or on an independent access basis. For
purposes of the disclosed invention, the internal
structure of IPU 110 is immaterial. Any means for
loading and modifying the contents of VRAM 120 at
sufficient speed to produce an animated low-resolution
image data structure 125 of the type described below will
do.

The VRAM 120 has the capacity to store 1 megabyte of
data but it can be expanded to store 2 or 4 or 16
megabytes of data. (A byte is understood to consist of
eight bits of data.) One to two megabytes of VRAM
storage is preferred but not an absolute minimum or
maximum storage requirement. The system will work with
a VRAM of larger or smaller capacity also. VRAM access
time should be small enough to meet the demands of the
low-resolution pixel video clock 108 and processor clock
102. It is to be understood that VRAM 120 can be
incorporated within a larger ‘'system" memory that
includes DRAM and/or RAMBUS™ storage devices. In such a
case, VRAM 120 can serve as a cache area into which there
is loaded image data that is to be then displayed or
otherwise processed.
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The IPU 110 reads and writes data from/into the VRAM
120 in the form of 32-bit wide "words". Physically, the
VRAM 120 is split into left and right independently
addressable banks where each bank has its own 16-bit-
wide address port and 16-bit wide data port. This gives
hardware devices, such the resolution-enhancing subsystem
150, simultaneous access to two separately addressable
16-bit "halfwords" within VRAM 120. In most instances,
such as when the image data processing unit (IPU) 110 is
accessing data within VRAM 120, the same address is
applied to both banks of the VRAM 120, and accordingly,
the VRAM 120 functions as a unitary 32-bit wide word-
storing system. When the resolution-enhancing subsystem
150 is fetching data out of VRAM 120, however, the left-
bank address word AB, (é l6-bit-wide signal) can be
different from the right-bank address word AB, (also a
l6-bit-wide signal). They can also be the same when
desired.

VRAM 120 is programmed to contain image-defining
data in a variety of VRAM address regions, including a-
low-resolution, current frame-buffer region (cFB) 125.
The VRAM 120 also contains image-rendering control data
in other regions (not shown) and instruction code for
execution by the IPU 110 in yet other regions (not
shown). 1In addition to current frame-buffer region (cFB)
125, the VRAM 120 will often contain one or more
alternate frame-buffer regions (aFB’s, not shown) storing
low-resolution image data of similar structure to that
stored in the current frame-buffer region (cFB) 125. A
system variable is occasionally switched to designate one
of these other regions as the current frame-buffer,
thereby providing a quick means for changing the
displayed image en masse.
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If desired, VRAM 120 can also store high-resolution
image data (not shown) and the stored high-resolution
image data can be transmitted as is to video display unit
160.

When low-resolution images are to be displayed, the
front end display driver 1052, which includes video-
address generator (VAG) 115 and low-resolution pixel
clock generator 108, periodically fetches low-resolution
formatted display data (e.g. at a rate of 60 fields a
second when display driver 105A-105B is operating in NTSC
mode) from the system’s current frame buffer region (cFB)
125. The fetched data appears in 32-bit-wide parallel
format on respective lefﬁ and right data output buses 122
(even) and 121 (odd) of VRAM 120.

Each of the fetched left and right halfwords,
Px(LRy, LCy) and Px(LR,, LCy), is structured as shown at
126 to consist of 16 bits. When an RGB color-system is
employed, 5 of the 16 halfword bits define one out of 32
possible Red gun intensities, 5 of the bits define one
out of 32 possible Green gun intensities, and 4 (or 5
depending on a selected interpolation mode) of the bits
define one out of 16 (or 32 depending on mode) possible
Blue gun intensities. (Aside: it was found that the
human eye is less sensitive to intensity variations at
the blue end of the visible spectrum than to those at the
red end, hence it is acceptable to provide less variance
at the blue end when one of the 16 halfword bits is
borrowed for other functions.)

When 4-bit blue mode is employed, the remaining 2 of
the 16 halfword bits are referred to as the vertical and
horizontal subposition bits, SPy; and SPy. They are used
by a pixel interpolating portion 159 of resolution-
enhancing subsystem 150 for resolution expansion.
Although the format of the current frame buffer (cFB) 125
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is 320 x 240 pixels, it is possible to expand its image
into a 640 x 480 pixels format by judiciously copying the
shading value of each original pixel in the 320 x 240
format (hereafter "low-resolution pixel") to a selected
one of 4 corresponding pixel spaces in the 640 x 480
format (hereafter "high-resolution pixel" or "HPx"). The
remaining three pixel spaces in the high-resolution space
are filled through the use of an interpolation algorithm.
The 2 subposition bits, SPy; and SPy, of each 16-bit
halfword control the one-out-of-four placement step.

The SPy subposition bit is positioned adjacent to
the least significant bit of the 4-bit blue field. When
5-bit blue mode is employed, the SPy subposition bit is
replaced by the least significant bit of the 5-bit blue
field. The remaining one of the 16 halfword bits is
still referred to as the vertical subposition bit, SP,,,
and it is used in a one-out-of-two placement step to
control interpolation. The 1latter interpolation

~algorithm will be described later, in conjunction with

Fig. 2.

A RAM (not shown in Fig. 1), which functions as a
color look-up table (CLUT), may be included in system 100
to convert the 5/5/4-bit~wide formatted RGB data of data
structure 126 into 8/8/8-bit-wide formatted RGB data so
as to provide a 24 shading-bits-per pixel RGB format.
For the sake of simplification, system 100 (Fig. 1) is
assumed to not include a CLUT. A second system 400 of a
later-discussed Fig. 4A does include such a CLUT
(451,452). '

The invention is not restricted to RGB formats.
Other digital formats such as YCC, or Composite Video
Broadcast Standard (CVBS), can also be used. For the
sake of simplification, RGB format is assumed.
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If the video display unit 160 requires an analog
input, an output portion 105B of the display driver
converts the output of the resolution-enhancing subsystem
150 into NTSC or PAL or Super-VHS or some other analog
signal format, and supplies the converted signal to the
video display unit (TV monitor) 160. For the case of
NTSC display, each pair of frames (a frame consists of
two fields) is divided into four interlaced fields
(FIELDS 1, 2, 3 and 0). The four fields are sequentially
flashed to the eyes of a viewer 170 over time to create
the illusion of animation. 1In some instances, the viewer
170 may be wearing stereoscopic eyeglasses (e.g., liquid
crystal shutters) which alternatively block light from
reaching one or the other of the viewers left and right
eyes so as to create a three-dimensional effect. The
stereoscopic image is appropriately distributed across
FIELDS 0-1 and 2-3 for such instances. For the sake of
simplicity, the two fields of a frame will be referred to
as F1l and F2 throughout this disclosure.

Before the resolution-enhancing subsystem 150 is
described in more detail, a few simple observations can
be made with regard to having data representing a low-
resolution image 125 stored in VRAM 120 rather than a
high-resolution image 165. First, the storage capacity
demands placed on VRAM 120 are small in comparison to
those that would have been made if the current frame
buffer (cFB) 125 and the alternate frame buffers (aFB’s,
not shown) had to store data representing an image of
higher-resolution. Second, the image-processing
bandwidth required from image data processing unit (IPU)
110 is small in comparison to what would have been
required if the current frame buffer 125 had to store a
higher-resolution image. And third, the frequency at
which the video pixel clock 108 operates is reduced and
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the number of cycles it steals per second from the
processor clock 102 (in cases where cycle-steal is used)
is also reduced. The overall benefit is reduced cost and
speed pressures placed on the design of system 100.
Observer 170 nonetheless perceives 172 a high-resolution
animated image 165 projected from (or onto) video display
unit 160.

Referring to Fig. 2, the operation of the
resolution-enhancing subsystem 150 is first explained
graphically. Mapping 200 shows a plurality of low-
resolution pixels (LPx’s) 201 as large squares arranged
in a regular matrix format on a first of two overlapping
planes. The 'LPx’s 201 are arranged to define low-
resolution rows LR#0, LR#1, LR#2, LR#3, etc. and low-
resolution columns LC#0, Lé#l, LC#2, LC#3, etc. The top
leftmost low-resolution pixel resides at LR#0, LC#0.

A low-resolution row will typically have 40 or more
low-resolution pixels. The illustrated example assumes
320 low-resolution pixels per low-resolution row, but
this number is not necessarily fixed. It is understood
that a high-resolution row will have a substantially
larger number of high-resclution pixels, for example, two
or more times as many as a low-resolution row.

Similarly, a low-resolution column will typically
have 40 or more low-resolution pixels. The illustrated
example . assumes 240 low-resolution pixels per low-
resolution column, but this number is not necessarily
fixed. It is understood that a high-resolution column
will have a substantially larger number of high-
resolution pixels, for example, two or more times as many
as a low-resolution column.

In Fig. 2, each low-resolution pixel (LPx) 201 is
subdivided into four equal-sized subposition regions
(quadrants): QA, OB, QC, and QD, arranged clockwise in
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the recited order starting from the top left corner. The
subposition bits, SPy and SPy, of each 16-bit halfword
126 (Fig. 1) point to one of the four subposition
regions, QA-QD, of a corresponding low-resolution pixel.
(QA=00, QB=01, QC=10, QD=11.)

The mapping 200 in Fig. 2 is to be viewed as further
showing an array of equally-spaced high-resolution pixels
(HPx’s) 204 1lying on a second plane directly below the
plane of the low-resolution pixels (LPx’s). The equal
spacing of the high-resolution pixels 204 is somewhat
distorted in Fig. 2 to show groups of four HPx’s each
associated with a corresponding four subposition regions,
QA-QD, of each low-resolution pixel. High-resolution
pixels 204 are depicted as dashed (hidden) circles in
Fig. 2. ‘

High-resolution pixels 204 are individually
identified by respective high-resolution row and column
numbers, HR and HC. For the sake of simplified mapping,
two numbering systems are used to define the placement
of each HPx 204. In a so-called "decimated" numbering
system, the high-resolution rows are numbered
sequentially, starting from the top, as HR#0.0, HR#0.5,
HR#1.0, HR#1.5, HR#2.0, HR#2.5, HR#3.0, and so forth.
In a so-called "non~decimated" numbering system, the same
high-resolution rows are numbered sequentially, starting
from the top, as HR#0, HR#1l, HR#2, HR#3, HR#4, HR#5,
HR#6, etc. To convert from decimated to non-decimated,
one simply multiplies the decimated value by two and
removes the decimal point with any trailing zeroes.

A similar system is used for identifying the high-
resolution columns sequentially, starting from the left,
as decimated column numbers HC#0.0, HC#0.5, HC#1.0,
HC#1.5, HC#2.0, HC#2.5, HC#3.0, and so forth; or in the
non-decimated system as HC#0, HC#1, HC#2, HC#3, HC#4,






